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_ Section A
Attempt any TWO questions. [2x10=20]

1. When do we prefer trim mean for statistical description of data? Justify with an example. Describe
about multi-dimensional data model and conceptual modeling of data warehouse.

[3+7]
2. How do you generate strong association rules? From the following dataset find the frequent item set
using FP growth algorithm using 3 as minimum support. [2+8]
FTransaction 1D Ttems |
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3. Define over fitting and under fitting. Train the decision tree classifier using the ID3 algorithm based on
the following training data. 2 +8]
TID Age Car Typc | Class |
1 <30 Family High \
2 <30 Sports High \
3 >30 Sports High |
4 >30 Family Low B
3 >30 Truck Low
6 <30 Family High

Section B

Attempt any EIGHT questions [8 x 5=40]
4. Describe any two methods for handling noisy data. [5]
5. Using k-means++ algorithm and Euclidean distance, find the initial 3 cluster centroids from Al = (3,

11), A2=(3, 6), A3=(9,5), A4 =(6,9), A6 = (7, 5), AT= (2, 3), A8 = (5, 10). Choose (3, 11) as one
of the initial centroid. [5]

6. Explain the general strategies for cube computation. (5]
7. Distinguish between data characterization and data discrimination. What are the challenges of

multimedia mining? [2+3]
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9. What is suppo
v
pport vector? How do you evaluate the accura
10. Differentiate be cy of a classifier? Describe o
ate between k-means and k-medoids clustering al | .
y o 3 algorithm,
(5]

11. List any two OLAP
operati t
: perations with example. How do you compute rul
. Define link mini ¢ rule covera
ining. What are the roles of epsilon and MinPts i ge and rule accuracy?
inPts in DBSCAN. {35 +2.5]
+3]
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